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Figure 1. Decomposing shading into a tree-structured representation. (a) Our method enables the decomposition of given shading into a
(b) shade tree. (c) This representation can be reused to generate new shade trees and (d) edit the shading of objects.

Abstract

We study inferring a tree-structured representation from
a single image for object shading. Prior work typically uses
the parametric or measured representation to model shad-
ing, which is neither interpretable nor easily editable. We
propose using the shade tree representation, which combines
basic shading nodes and compositing methods to factor-
ize object surface shading. The shade tree representation
enables novice users who are unfamiliar with the physical
shading process to edit object shading in an efficient and in-
tuitive manner. A main challenge in inferring the shade tree
is that the inference problem involves both the discrete tree
structure and the continuous parameters of the tree nodes.
We propose a hybrid approach to address this issue. We in-
troduce an auto-regressive inference model to generate a
rough estimation of the tree structure and node parameters,
and then we fine-tune the inferred shade tree through an
optimization algorithm. We show experiments on synthetic
images, captured reflectance, real images, and non-realistic

∗Equal contribution.

vector drawings, allowing downstream applications such as
material editing, vectorized shading, and relighting. Project
website: https://chen-geng.com/inv-shade-trees.

1. Introduction

Analyzing the shading process in images is fundamental
to computer vision and graphics. In particular, the shad-
ing process models how the appearances of surfaces are
generated from an object’s material properties and lighting
conditions. Traditional methods formulate it as the prob-
lem of intrinsic decomposition, which expresses the shading
as the product of reflectance and albedo [2, 13]. However,
this representation is limited in applicability as it assumes
a Lambertian surface. Another popular line of works on
inverse rendering aims at reconstructing analytical represen-
tations [35, 39, 42, 58, 59] or measured representations [30]
for materials and lighting. Yet, such physical representations
are often difficult to interpret in human perception and not
user-friendly for image manipulation tasks.

The choice of shading representation in inverse graphics

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Figure 2. Illustration of downstream applications using the shade tree representation extracted from a single image. For object relighting in
(e) and (f), insets show the changed lighting condition.

is important in that it affects what downstream tasks can
be accomplished with that representation. The Shade tree
model is a popular representation for shading in the for-
ward rendering community [7]. One important application
of this representation is that it models how vector graphics
are shaded [38]. Due to its tree structure, this representation
is highly interpretable and easily editable. Thus, it is a wor-
thy and interesting task to recover such representation from
visual observations.

In this work, we study recovering the shade tree repre-
sentation from a single image. We define our shade tree
as a binary tree that contains predefined base nodes (like
“highlight” and “albedo”) and operations (like “screen mode”
and “mix”). Fig. 1 shows examples of our extracted shade
trees and subsequently edited materials produced from these
extracted trees. In particular, we focus on decomposing the
“shading” of objects. The input shading can be considered
as spherical reflectance maps or “MatCaps” obtained from
existing pipeline [46, 51].

Despite its desirable high interpretability and editability,
inferring such a structured representation from a single im-
age has inherent challenges. First, a shade tree contains both
continuous parameters for leaf nodes as well as a discrete
tree structure, making it difficult to optimize directly. Second,
different combinations of base nodes and operations can lead
to equivalent structures, introducing additional ambiguities
for deterministic inference methods. To infer both discrete
structure and continuous parameters, we propose a novel two-
stage approach to iteratively decompose an input observation
into a shade tree. In the first stage, we use an auto-regressive
model to recursively decompose nodes to generate an initial
tree structure. Then, we perform sub-structure searching and
parameter optimization to fine-tune the tree representation.
To deal with the structural ambiguity, we propose a multiple
sampling strategy to allow non-deterministic inference that
accounts for the multi-modal distribution of plausible shade
trees.

Our extensive experiments show the effectiveness of the
proposed approach in decomposing the shading of objects
using the shade tree representation. Further, we apply our ap-
proach to real shadings and non-realistic vector drawings and
demonstrate applications on real images. We demonstrate
various downstream tasks in Fig. 2.

In summary, our contributions are three-fold. First, we

formulate the problem of inferring shade trees from a single
image, aiming at understanding the shading of objects with
an interpretable representation. Second, we design a novel
hybrid approach, integrating an amortized-inference pipeline
and an optimization-based solver. Third, we conduct exten-
sive experiments to show the effectiveness of our method
and demonstrate potential applications of our method.

2. Related Work

Shade Tree Representation. The history of using shade
trees as a rendering representation in computer graphics can
be dated back to the 1980s. Cook et al. [7] first proposed
this representation in 1984, and subsequent use this repre-
sentation to model the shading of vector graphics [38]. 3D
software like Blender [6] uses node graphs, a representation
similar to shade trees.

Few pieces of literature study the problem of inverting
such structures. Both Favreau et al. [10] and Richardt et
al. [47] present algorithms to decompose vector graphics
into gradient layers, but they do not organize them into tree
structures. Lawrence et al. [30] study the problem of invert-
ing the parameter of leaf nodes given some fixed shade tree
structure. However, our work focuses not only on predicting
the parameter of leaf nodes but also on reconstructing the
structure of the shade tree.

Shade Trees v.s. Intrinsic Decomposition / BRDFs. Our ap-
proach is also related to intrinsic decomposition and inverse
rendering.

Intrinsic decomposition methods seek to decompose im-
ages into albedo and reflectance in pixel space without fur-
ther structures [2, 12, 25, 34, 36, 48]. The shading structure
recovered in this work is flexible, rather than predefined rules
(albedo × reflectance), differing from common intrinsic de-
composition tasks.

Traditional inverse rendering methods aim at recovering
material, geometry, and lighting from images [1,3,18,26,33,
39, 42, 58, 59], using predefined analytical material models
such as the Disney BRDF [4]. Compared to the parametric
BRDFs, the shade tree focuses on a different level of ab-
straction. While BRDFs model an element of shading, i.e.,
reflectance properties of materials, it does not model other
shading elements such as lighting. Our shade tree models the
outcome of shading, i.e., the appearance. This involves both
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material and lighting for real images, as well as other artistic
effects in cartoon shadings. Inverting the shade tree represen-
tation features advantages including flexibility in shading,
interpretability to common users, and high editability.

Inverse Procedural Graphics. Procedural graphics gener-
ates content algorithmically rather than manually. Textures,
biological phenomena, and regular structures like buildings
and cities are typically generated with procedural models,
with a compact set of variables to direct the generation. In-
verse procedural graphics seeks to infer parameters or gram-
mar for procedural models describing such structures. This
is often done within specific domains, including urban de-
sign and layouts [11, 41, 54, 55], L-systems [16, 61], tex-
tures [23, 28, 29, 31], forestry [43, 52], CSG (Constructive
Solid Geometry) trees [9, 27, 49, 57], and scene representa-
tion [32, 37, 40, 56].

Large material datasets [8] coupled with differentiable
material graph frameworks [21,50] have made deep learning
methods applicable to procedural material modeling. Given
a dataset of training images, Shi et al. [50] can select an
initial graph structure and optimize its parameters to match
a target material appearance. Alternatively, Hu et al. [22]
directly utilizes the latent space of a generative model to
transfer material appearance. In a similar vein, Henzler et
al. [19] embed images into a latent space before generating
BRDF parameters. Our method is different from them in that
we simultaneously reconstruct the discrete tree structure and
the continuous parameters, allowing better adaptation ability
to unseen real images. Generative models have also been
applied for creating material representations [17, 60]. More
recently, Guerrero et al. [15] also shows that transformers
are suitable for modeling and generating material graphs,
which contain many long-range dependencies. In contrast to
generation, we focus on reconstruction from an image.

3. Method
We now introduce our tree decomposition pipeline. First,

we introduce the context-free grammar used to represent our
shade trees (Sec 3.1). Next, we cover the recursive amortized
inference used to produce an initial tree structure (Sec 3.3).
Finally, we explain an additional optimization-based fine-
tuning step for decomposing any remaining nodes that were
not reliably decomposed by the recursive inference (Sec 3.4).

3.1. Grammar Specification

Definition of Shade Trees. A shade tree is a tree-structured
representation for shading. The leaf nodes of the tree struc-
ture are all basic shading nodes that cannot be further decom-
posed. The interior nodes are formulated using a specified
composition method taking child nodes as input. By exe-
cuting the tree structure in a bottom-up manner, we can get
complex shading effects.

Tree → Mix(Tree, Tree, Mask)
Tree → Multiply(Tree, Tree)
Tree → Screen(Tree, Tree)
Tree → Albedo(Color=Var)
Tree → DiffRef(Lobe=Var, Ambient=Var)
Tree → EnvRef
Tree → Highlight(Lobe=Var, Sharpness=Var)
EnvRef → a environment map
Var → free continuous variable
Mask → a map with 0 and 1

Table 1. Context-free grammar for the DSL representing shade tree
structure. More details of the DSL can be found in the supplement.

Definition of Base Nodes. We define four basic shading
nodes. Highlight nodes represent a single highlight re-
flected on the surface. DiffRef nodes represent the diffuse
reflective component of the material. Albedo nodes are ho-
mogeneous nodes with only one uniform color for shading
to represent a basic albedo shading. Finally, EnvRef nodes
model the specular shading reflecting the surrounding envi-
ronment.
Definition of Composition Methods. We define three com-
positing methods to construct parent shading nodes from
child nodes. The Multiply operator performs a multiplica-
tion of its two child nodes. The Screen operation performs
a screen mode composition. The Mix operation takes a mask
as input and uses the mask to assign different shading nodes
to different regions. For multiply, the shading of parent
node p is defined as:

p = cl · cr, (1)

where cl and cr denote the left child and the right child,
respectively. The screen operation is given by:

p = 1− (1− cl) · (1− cr). (2)

And the mix operation is defined as:

p = m · cl + (1−m) · cr, (3)

where m denotes a learnable mask.
Context-Free Grammar. The definition of the shade tree
can be formalized to a domain-specific language (DSL) rep-
resented by a context-free grammar [20] G, as shown in
Table 1.

3.2. Overview of Algorithm

The proposed algorithm contains two stages. We show
an overview in Fig. 3. In the first stage, we aim to recover
the initial structure of the shade tree using a recursive amor-
tized inference decomposition module (Fig. 3 top). In the
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Figure 3. The proposed framework for reconstructing shade tree representation. Our method takes in a shading, and then first does an
initial structure prediction in a top-down recursive manner. It is allowed that there is still some unknown substructure from this initial guess.
Then the roots of those unknown structures are fed into a substructure searching module, where we perform searching over all possible
substructures and optimize the leaf parameter to decide whether this structure is appropriate. After all the substructures are decided, we
merge them into the initially predicted tree and get the final structure. We perform an overall optimization on this structure to get the final
parameter of the leaf nodes.

second stage, we decompose the nodes that are not success-
fully solved in the first stage and recover the parameters of
leaf nodes using an evolution-based optimization algorithm
(Fig. 3 bottom).

The motivation for this two-stage design for decompo-
sition is that we wish to take advantage of the distinct be-
haviors of these two types of algorithms. The first stage is
top-down amortized inference and performs the decompo-
sition layer-by-layer. This approach learns prior knowledge
from large-scale training data. Thus, the decomposition is
fast but occasionally fails in some corner cases due to the
lack of enough capacity to generalize, which is seen as a
common problem for learning-based methods.

Thus, we further introduce the second stage, which em-
ploys a classical program synthesis that enumerates all pos-
sible structures and does optimization to find the correct
solution. Such an enumeration is slower than learning-based
methods, yet it has more capacity to generalize to corner
cases. By combining these two approaches, our algorithm is
effective and efficient in tackling the task.

3.3. Recursive Amortized Inference

In the first part, we do the decomposition in a top-down
manner recursively and then procedurally generate the entire
tree. We maintain a pool of nodes and record their type and
linkage for each inference procedure. Initially, there is only
one node I0 in the pool, serving as the root node of the whole
tree. At each step, we consider node I which is neither a leaf
nor decomposed. We pass it into our shared single-step com-
ponent prediction module M and obtain {Il, Ir} = M(I),
where Il and Ir denote the left and right child nodes, respec-

tively. The design of M will be discussed in this section later.
The child nodes Il and Ir are then linked to the parent node
I with new tree edges. All three nodes are then fed into a
CNN f which gives

p = f(I, Il, Ir), (4)

where p is a probability distribution over all compositing
operations in our grammar. The operation with the highest
probability is selected as the type of the parent node. A
separate CNN g that also takes the three nodes as input
predicts

Ω = g(I, Il, Ir), (5)

where Ω is the parameter value of the selected operation.
After predicting the operation and corresponding pa-

rameters, we then get the reconstructed parent node Î by
choosing the correct operation from operation set S =
{mix, screen, multiply} and then get the single-step re-
construction error Lrecon:

Lrecon = ||I− Î||2, (6)

where Î = Sargmax(p)(Il, Ir,Ω). (7)

To determine whether the predicted child node should be
further decomposed, we pass each of Il, Ir into a child com-
ponent prediction neural network h and get the probability
q of its type. If the child node is a leaf node, then we mark it
as solved in the node pool, so it is not further decomposed.
The previously described procedure ends whenever no more
nodes can be decomposed.

We then describe how the single-step component predic-
tion module M is implemented. The design of M follows
two principles:
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Figure 4. Illustration of recursive inference module used in the initial structure prediction. The structure prediction is performed in a
top-down recursive manner. In each step, we feed the current parent node into the module, and it is first encoded to a discrete latent code
using VQ-VAE. Then the latent code is fed into the first auto-regressive module to predict the latent code for the first child. After that, the
latent of the first child and the parent are both fed into the second auto-regressive module to get latent of the second child. The latent codes
are decoded into images for children nodes. Afterward, the parent node and the children nodes are fed into the operation prediction network
to predict the operation of this step. For each of the predicted children, we use a child-type prediction network to know whether it is a leaf
node. If it is not a leaf node, it will be further decomposed. Otherwise, it will be optimized to get its parametric representation.

1. The prediction should not be deterministic, i.e., it
should allow different kinds of output for this mod-
ule. This is because many different structures of trees
may describe the same tree.

2. The prediction of the second child should at least de-
pend on the prediction of the first child and the parent
node, and the prediction of the first child should depend
on the parent node.

Inspired by these two principles, we design a two-step
conditional auto-regressive module for prediction.

Auto-regressive Inference. Auto-regressive inference en-
tails a discretized feature space. Thus, we adopt the Vector
Quantized Variational Autoencoder (VQ-VAE) [45] as our
encoder architecture. The latent feature v of a shading I is
given by: v = E(I), where E denotes the VQ-VAE encoder
(Fig. 4 left top). Then we further train two conditional Pixel-
SNAIL [5] models to auto-regressively generate two child
nodes (Fig. 4 middle top). Specifically, for the generation
of the first child node, we sample the discrete latent repre-
sentation vl from the distribution pl(v) represented using
the auto-regressive model, conditioned on the latent code of
the parent node. Similarly, the latent code vr of the second
child is sampled from the distributions pr(v,vl) encoded by
the auto-regressive model, conditioned on the previous child
and the parent node. Finally, the child images are decoded

using the decoder D to generate the image representation of
child nodes.

We build a synthetic dataset to train the previously men-
tioned modules. Please refer to the supplementary material
for the detail of the training.
Multiple Sampling. For each auto-regressive inference, we
sample T times to make sure that we make the best decom-
position decision in each step. We define a criterion to select
from multiple samples. First, we need the reconstruction
result that combines two child nodes to be as similar as pos-
sible to the parent node, which can be indicated from the
Lrecon as described in Eq. 7.

Further, we wish the derived tree to be as compact as
possible by avoiding useless decomposition. We define Lsim
that represents the similarity between the parent node and
the child nodes, which is defined as

Lsim = − log(||I− Il||2 + ||I− Ir||2). (8)

We also define Lblank and Lwhite to avoid one child being
wholly blank or white, which will result in useless decompo-
sition:

Lblank = − log(||E(Il)− 1||2 + ||E(Ir)− 1||2), (9)
Lwhite = − log(||E(Il)||2 + ||E(Ir)||2). (10)

The final criterion Lselect is defined as

Lselect = Lrecon + αLsim + βLblank + γLwhite, (11)
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Realistic Toon DRM (real-captured)

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

CNN 26.50 0.967 0.066 27.18 0.959 0.052 14.41 0.857 0.164
LSTM 17.80 0.909 0.154 24.86 0.964 0.067 19.67 0.882 0.205
Transformer 18.82 0.930 0.153 26.73 0.971 0.042 17.89 0.876 0.186
Ours 30.89 0.974 0.052 30.08 0.972 0.032 25.47 0.927 0.150

Table 2. Quantitative comparison. Our method greatly surpasses other baselines in all three datasets, benefiting from our design to
accurately predict structure and parameters. “Realistic” and “Toon” are two synthetic datasets and “DRM” is a real-captured dataset.

where α, β, γ are hyper-parameters.
Early-stop Strategy. The amortized inference module may
not successfully decompose every node, which is why we
designed the second stage to further decompose those nodes
and finetune the whole tree structure. We send a node to the
second stage if minT (Lselect) < τ , where τ is a threshold.

3.4. Optimization-based Finetuning

For the nodes that cannot be decomposed in the first stage,
we search over all possible sub-structures of these nodes and
use an optimizer BasinCMA [24] to find the optimal leaf
parameters. The optimization target can be defined as

min
λ

||Rs(λ)− I||2 + ||FVGG(Rs(λ))− FVGG(I)||2, (12)

where λ denotes all trainable parameters, Rs represents the
renderer under the searched structure s and FVGG represents
a pretrained VGG network.

The search over all possible substructures is performed in
the order of depth. If the target loss is already smaller than a
predefined threshold ϕ, we stop searching and assume it to
be the final substructure.
Obtaining parametric representation for leaf nodes. After
finalizing the shade tree’s structure, we optimize each leaf
node using the same target as described in Eq. 12 to get the
parametric representation for each leaf node.
Optimizing on the whole tree. Finally, we perform opti-
mization on the parameter of all leaf nodes using the follow-
ing target:

min
µ

||RS(µ)−I0||2+||FVGG(RS(µ))−FVGG(I0)||2, (13)

where S stands for the finalized structure of the whole tree
and µ = [λ0, λ1, · · · , λN ].

4. Experiments
In this section, we first show our results on shade tree

decomposition on a diverse set of example including realis-
tic synthetic images, cartoon-style images, and real images.
Then we introduce a visual shading editing analogy experi-
ment which is designed to quantitatively evaluate the decom-
position of reconstructed structures. Finally we analyze our
method by ablation study results.

4.1. Results on Decomposition

To evaluate the effectiveness of the proposed method, we
conduct a quantitative evaluation of our methods and other
baselines on several datasets.

Datasets. We evaluate our method on both synthetic and
real-captured datasets.

For the synthetic dataset, we generate two styles of
datasets, “Realistic” and “Toon”, to show the robustness
and broad applicability of the proposed method. For the
“Realistic” dataset, all the base nodes are represented in a
photo-realistic way, imitating how the shading in real life
behaves. For the “Toon” dataset, we take inspiration from
non-photorealistic shading [14] and generate many cartoon-
style shading nodes. After generating all base nodes and
operation nodes, they are split into two sets, one for training
sets and the other for the generation of test sets. Afterward,
we apply a recursive algorithm to generate the training and
test sets using the specified context-free grammar. The details
of the dataset can be found in the supplementary material.

Besides the synthetic datasets, we use the real-captured
dataset “DRM” collected by Rematas et al. [46] to evaluate
the real-world generalizability of the proposed method.

Baselines. No previous work has tackled a task setting sim-
ilar to ours. Therefore, we drew inspiration from previous
research on grammar decomposition and adapted three com-
petitive baseline frameworks that are widely used in the
neural program synthesis and structure induction community
for our purpose.

Our CNN baseline, which utilizes a similar architecture to
that in Rim-net [44], employs an encoder-decoder structure
to perform single-step decomposition recursively, similar to
the first stage of our approach. We also introduced an LSTM
baseline, similar to Shape Programs [53], which first uses
an encoder to get the latent representation of images and
then uses LSTM to predict a sequence of tokens that are
subsequently compiled to the shade tree structure. Similarly,
our Transformer baseline also predicts the sequence of
tokens but adapts a GPT architecture, following Matformer
[15]. Please note that although the baselines share a similar
backbone design with previous literature, they differ due to
the different problem settings. The supplementary material
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Figure 5. Qualitative comparison of different methods on reconstruction. [Top row] shows a sample from Realistic dataset, [Mid row]
shows a sample from Toon dataset, and [Bottom row] shows a real test sample from the DRM dataset [46].

contains further details and implementation of the baselines.

Results. We show the results of this experiment in Fig. 5
and Table 2. Our method has the best-reconstructed tree
structure among all three methods. The LSTM baseline can
predict similar structures to ours; however, it performs poorly
in predicting the parameter of leaf nodes, resulting in bad
reconstruction results. The CNN baseline predicts in a top-
down manner; however, it suffers from ambiguity in the
grammar. Thus, it cannot learn a correct mapping between
layers, resulting in nodes that cannot be further decomposed
or endlessly decomposed in a trivial way.

Our method can also be applied to the real-world dataset
“DRM” with satisfactory performance, which can be wit-
nessed from the third column of Table 2 and the third row
of Fig. 5. The result shows the generalizability and the real-
world applicability of the proposed approach.

We also perform decomposition using our model on some
in-the-wild internet photos, shown in Fig. 6.

4.2. Visual Shading Editing Analogy

To allow quantitatively evaluating the reconstructed tree
structure, we design a task called “Visual Shading Editing

PSNR↑ SSIM↑ LPIPS↓

CNN 4.79 0.143 0.608
LSTM 4.47 0.113 0.547

Transformer 5.02 0.186 0.547
Ours 32.17 0.913 0.078

Table 3. Quantitative comparison of different methods on the
task visual shading editing analogy. Our method performs the
best among all three methods by understanding the tree structure
well. The other two methods cannot deal with this task because of
their poor decomposition.

Analogy” which reflects how well the decomposition is. As
illustrated in Fig. 7, given an input pair of shading, the algo-
rithm should give a hybrid shade tree composed of different
subtrees from different nodes, according to the rule shown
in the example shading ball pair.

We generate a dataset containing different types of shad-
ing editing to evaluate the performance of different methods
on this task. We adopt the same baseline setting in Section
4.1, introducing the CNN, LSTM, and Transformer base-
lines. Then we use such methods to decompose given pairs
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[Lopez-Moreno et al. 2013] [Richardt et al. 2014]

(a) (b) (c)

(d) (e)

Figure 6. Decomposition of in-the-wild real images using our method. Our method can not only work on synthetic data but can also be
widely used in the decomposition of in-the-wild shading. The shadings in (a, b, c) are collected from the Internet. In (d), we show that our
method can do decomposition of the shadings from Lopez-Moreno et al. [38]. In (e), we compare our method with Richardt et al. [47]. We
first extract shading from the vector drawing, and then we use our method to do decomposition to the shading sphere.

Multiply Multiply Multiply

Screen Screen Screen

Substitute

?
(a) Example

(b) Analogy

Figure 7. Illustration of “Visual Shading Editing Analogy” that
allows quantitative evaluation. Given an example of shading
editing, we wish the same operation could be applied to novel test
pairs. For instance, in this case, the example shows us that the
edited shading is formed by replacing the albedo node with the
albedo node from the second shading ball. Thus, this operation
should also be applied to the pair in the bottom row, resulting in a
shading ball with a blue base color and an upward highlight.

to get their tree-structured representation. The details of the
algorithm for making such a visual analogy are described in
the supplementary material.

Table 3 shows the results. Our method surpasses other
methods greatly due to a better understanding of the semantic
meaning of tree structure.

4.3. Ablation Studies

To verify the influence of the special design in the pro-
posed pipeline, we do ablation studies on the following three
components: multiple sampling, second-stage optimization,
and overall optimization, because they are typically non-
trivial in previous literature.

Influence of Multiple Sampling From Fig. 8, it can be ob-
served that multiple sampling improves the result during the
1st stage inference because it can produce several solutions
and use the metrics to choose the best one. Without doing
this, our model may directly predict a “reasonable” one, but
not the “best” one.

Influence of Optimization The second stage of optimization
help us to decompose those nodes that are hard to deal with
using only the amortized-inference module. By removing
such a component, our method cannot decompose the bottom
node shown in Fig. 8 and thus gives worse results than the
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Input

Figure 8. Ablation of components. “Base” denotes our method
with only 1 sample during inference, “+Multiple Sampling” de-
notes only using the 1st stage with multiple sampling. “+Second
Stage” denotes using both the first stage and the second stage of
the proposed method but does not perform the overall optimization.
“+Overall Optimization” denotes the full proposed method.
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Figure 9. Results on a real image of a non-sphere object. Al-
though the main focus of this work is decomposing the reflectance
spheres, it can be applied to non-sphere geometry as well if we use
existing tools to first extract sphere reflectance from images first.

full method.

Influence of Overall Optimization By introducing the over-
all optimization at the end of the second stage, our method
can further finetune the structure, like giving a better envi-
ronment reflection.

4.4. Application on Real-world Images

Our work focuses on the decomposition of MatCaps or
Reflectance Maps [51]. However, the work can be applied to
real-world images by using existing tools to first extract the
sphere reflectance. In Fig. 9, we show an example of using
the proposed method together with an existing tool ZBrush
to decompose the shading of a real-world capture.

5. Conclusion
We have presented a novel method that can effectively

and efficiently decompose shading into a tree-structured
representation, which enables understanding and editing of

the shading in an interpretable way. The first stage of the
proposed method uses a pretrained auto-regressive model
to predict the structure and parameters of the tree structure.
The second stage of the pipeline leverages the parametric
representation of each base node and structure searching
to find the optimal structure for all nodes that cannot be
effectively decomposed in the first stage. The combination
of two stages leads to our state-of-the-art performance on
several datasets compared to the baselines.
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